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AI Is Not a Wildcard:  
Challenges for Integrating AI into the Design Curriculum

1. Introduction

Artificial intelligence (AI) technologies are beco-
ming increasingly important for the design of hu-
man-computer interactions and user experiences. 
Through specialized knowledge and creative pro-
blem-solving skills, designers are well-positioned to 
drive stakeholder-centered adaption of AI technolo-
gy and its application in various contexts.
However, these possibilities also pose new challen-
ges for designers [4,12,15,18]. In the design, design 
education, and Human-Computer Interaction (HCI) 
communities, there is discussion about which new 
skills must be learned and whether processes must 
be adapted [12,15]. 
From literature and our own experience, we see a 
wide range of requirements for future designers in 
the creative engagement with AI: Designers should 
be able to assess the capabilities and limits of the 
most relevant machine-learning technologies. For 
an informed use of AI technologies in the design 
process, their understanding of these must be pro-
found enough to evaluate the cost of development 

and computation to assess its adequacy concer-
ning a given design objective. Prospective designers 
should learn how to communicate the design intent 
of their proposals regarding the possible use of AI 
technology when collaborating with engineers. De-
signers who work with AI must also be able to recog-
nize and effectively and convincingly communicate 
possible harm and unintended future consequences. 
Currently, there is a broad range of resource collec-
tions (e.g., https://www.aixdesign.co/, https://ma-
chinelearning.design/), online courses (e.g., https://
ki-campus.org/, https://www.elementsofai.com), 
and labs or research projects (e.g., https://www.
gestaltung.ai, http://aixdesign.space/, https://crea-
tive-ai.org/, https://www.burg-halle.de/en/universi-
ty/facilities/burglabs/xlab/) that provide access to 
practical knowledge about AI technologies or aim to 
integrate this knowledge into design education. Ho-
wever, the structured integration of AI technologies 
into the design education curriculum remains an un-
resolved challenge.

Aeneas Stankowski
HfG Schwäbisch Gmünd 

University of Applied Sciences
aeneas.stankowski@hfg-gmuend.de

Rahel Flechtner
HfG Schwäbisch Gmünd 

University of Applied Sciences
rahel.flechtner@hfg-gmuend.de

Abstract

AI technologies are becoming increasingly important for the design of human-computer interactions and user 
experiences. Through their specialized knowledge and creative problem-solving skills, designers are well-po-
sitioned to drive stakeholder-centered adaption of artificial intelligence (AI) technology. However, these pos-
sibilities also pose new challenges for designers and design education. Even though AI has increasingly been 
entering design education, the structural implementation of AI technologies in the design curriculum remains 
an unsolved challenge. In this paper, we discuss and reflect on our experiences over several years of AI educa-
tion at design schools. We outline the knowledge and technical intuition on AI we believe students must engage 
meaningfully with regarding AI technology and present our observations on developing and applying these in-
tuitions in different teaching formats. Furthermore, we discuss the challenges that might hinder the structural 
integration of AI into the design curriculum.
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2. Related Work

AI technologies are developing fast and are fre-
quently implemented in designs of human-compu-
ter interactions and user experiences. They enable 
new forms of interaction and a new dimension of 
individualization and adaptability. The challenges 
for design professionals when designing AI-based 
systems and the impacts of the technology on the 
design process are currently under discussion wit-
hin the AI and design communities.

2.1. Challenges of Designing AI-Based Systems

Several challenges arise when designing with and 
implementing AI technology [18]. One of the fun-
damental impediments is that designers often lack 
an understanding of the technical capabilities of a 
given AI technology. The extensive interest in ma-
chine-learning technologies from an HCI or a de-
sign perspective is comparatively recent [16], and a 
structured integration into design education has not 
yet been developed [4,15]. Although there are nume-
rous resource collections, online courses and labs, 
and research projects that address the teaching of 
AI knowledge (see section 1), practicing designers 
(compared with design students) are on their own in 
regard to appropriating the technology. The comple-
xity, pace of development, and heterogeneity of pos-
sible use cases of the technology cause even desig-
ners with intermediate and advanced knowledge of 
AI to struggle to anticipate what can be accomplis-
hed with AI in the short, medium, and long terms. 
This uncertainty often leads them to „treat it way too 
much like magic“ [4]. 
The speed at which AI technology develops makes it 
particularly difficult to stay abreast of developments. 
Even for AI-savvy designers, as much as engineers, it 
is hard to predict developments in the field. As Yang 
et al. [18] state, „What might seem like a blue-sky AI 
design idea may suddenly become possible because 
of a newly available dataset.” 
Another challenge Yang et al. [18] mention is that 
designers have difficulties envisioning novel, imple-
mentable AI solutions for a given User Experience 
(UX) problem. These challenges might be strongly 
interconnected with those discussed above. Dove et 
al.  [4] make a similar observation, stating that „we 
have rarely seen a UX team conceive of an entire-
ly new way to use ML [machine learning] and then 
taken this to a development team to implement,“ 
implying that design-led innovations in machine 
learning are still rare. The reverse case, where de-

signers use existing AI solutions to solve a problem, 
seems to have similarly little potential for innovation 
as existing tools usually only provide a very narrow 
subset of the whole landscape of AI capabilities [18] 
or require considerable further development to be 
adapted for new functionalities.
Another problem Yang et al. [18] note is that desig-
ners have difficulty prototyping human-AI interac-
tions and testing them in iterative processes. Accor-
ding to Windl et al. [15], this often leads designers to 
resort to „Wizard of Oz“ methods [13] when proto-
typing and testing AI-based interactions. However, 
as these methods are not bound by actual technical 
constraints and cannot fully represent the output 
complexity or possible inference errors, there is a 
risk that design processes driven by these methods 
will lead to fictitious design possibilities rather than 
realistic products [17]. Other challenges outlined by 
Yang et al. [18] include difficulties in collaborating 
with AI engineers due to the lack of common work-
flows or language and the difficulty in appropriately 
shaping user expectations for AI systems.

2.2. Engaging with AI within Design Processes

Another important point about AI and design is how 
AI affects the design process. This can refer to either 
how AI-based tools change the work of designers 
or whether or how design processes must be adap-
ted to the challenges that the technology poses for 
designers. With no claim to completeness, we see 
three different categories of designers‘ engagement 
with AI in design processes. These categories requi-
re different levels of technical knowledge about how 
AI technologies work.

2.2.1. Conceptual Approaches

In the design, design research, and HCI communi-
ties, various approaches are discussed concerning 
design-related questions on a conceptual, reflecti-
ve, or speculative level, such as speculative design 
[6], critical design [5] and design fiction [2]. These 
approaches have in common that they deviate from 
the widespread commercially oriented „problem-
solving“ attitude of design. Instead, they aim to 
speculate about possible futures, raise questions, 
and foster critical debate. In technology develop-
ment, these approaches serve as a valuable tool to 
promote a discussion on what kind of future for a 
technology is desirable and what is not. Regarding 
AI technologies, these approaches can be beneficial 
for discussing their social, cultural, and ethical im-
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plications, as seen in the „Intimate Futures“ project 
by Søndergaard and Hansen [14], who used design 
fiction to address gender issues in the development 
of digital personal assistants. Another approach is to 
speculate about the future capabilities of a techno-
logy and develop fictitious products or services on 
this basis, as in the student project „AICA,“ a spe-
culative design project of a discrete digital assistant 
for in-person human-to-human conversations [1]. 
These speculative or critical approaches allow for 
an engagement with the topic on an abstract and 
theoretical level. For this kind of engagement, prac-
tical knowledge about how AI technologies work is 
valuable and quality-enhancing but not necessarily 
a prerequisite.

2.2.2. Alternating Approaches

In this category, the goal of the design and develop-
ment process is a design proposal in the form of a 
functional product, but design and technical de-
velopment are mostly separated. Designers are not 
often engaged in the data aspects of the project. 
Yang et al.  [18] describe such a process when they 
discuss designers using existing AI libraries or pre-
built models to solve a problem. Windl et al. [15] have 
formulated four approaches adopted by interaction 
designers working with AI, two of which we combi-
ne in this first category: In one approach, which they 
call „a-priori,“ the model is considered completed 
before the design process begins, so the challenge 
for the designers is to meet the requirements of the 
model. In a second approach, which they refer to as 
„post-hoc,“ the design is completed before the mo-
del, meaning the model must then meet the design 
requirements.

2.3. Collaborative approaches

Design and technical development are closely intert-
wined in this category, requiring close collaboration 
among designers, data scientists, and AI specia-
lists. One example is the „model-centric“ approach 
described by Windl et al.  [15], where the model is 
at the project‘s core and developed by an integra-
ted team. AI experts share their expertise with the 
designers, who are strongly involved in nearly all 
technical aspects. To support the iterative process, 
intermediate models with limited functionality can 
be built and used for the design. By enhancing their 
own knowledge of the capabilities and limitations of 
the AI solution to be developed, designers can also 
build prototypical AI tools in anticipation of trained 

models. According to Windl et al.  [15], such a pro-
cess allows the model and the interface to be deve-
loped in parallel. In this process, designers inevita-
bly develop, if they do not already have, a profound 
knowledge of the functionalities of the AI technology 
to be designed. Establishing an efficient common 
language at the boundaries of both disciplines, de-
sign and AI engineering, is essential for this process 
[9,11].

2.4. Implications for Design Education

The challenges and various approaches to engaging 
with AI in the design process raise questions about 
how future designers can be prepared to design 
AI-based products and user experiences. Different 
approaches to address these questions have been 
discussed: According to Yang et al. [18], the techni-
cal literacy of designers must be improved, and they 
must build basic data literacy [16]. To enable desig-
ners to work in cross-disciplinary teams together 
with data scientists and AI experts, it is essential 
to develop a mutual understanding and a common 
language at the boundaries of both disciplines [9,11]. 
Establishing guidelines and principles for human-AI 
interaction can also help designers in the design of 
AI-based products and user experiences [18]. Simi-
larly, the establishment of AI-specific design pro-
cesses can support designers in their work [18]. Re-
becca Fiebrink [7] proposes an experiential learning 
approach supported by scaffolding tools for machi-
ne-learning education for creative practitioners to 
embrace the creative potential of AI technology. All 
these aspects provide important indications for the 
education of future designers. However, a structured 
integration of AI into design education has been la-
cking thus far [4,15].

3. Teaching AI to designers—thoughts and  
observations from practice

As lecturers, we have taught machine-learning for-
mats for designers at the Berlin University of the 
Arts, Potsdam University of Applied Sciences, Uni-
versity of Arts Burg Giebichenstein Halle, and Of-
fenbach University of Design. Since 2022, we have 
been visiting professors for Creative AI at the Uni-
versity of Design Schwäbisch Gmünd and part of 
the state-funded KITeGG research project. In the 
KITeGG project, a consortium of five German uni-
versities is working on how AI can be integrated into 
design education. We have devised or supported dif-
ferent teaching and learning formats in our teaching. 
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We aim to improve these formats and integrate 
them into the design curriculum to give students the 
necessary intuition for AI technologies and prepare 
them to create meaningful and technically feasible 
AI-based systems and user experiences to bring de-
sign expertise closer to research and development 
and facilitate shaping a desirable future with AI that 
considers the perspective of as many stakeholders 
as possible. 

3.1. Thoughts on Intuition for AI Technologies

In this section, we share our thoughts on what an 
intuition for AI technologies means to us and how 
we think students should be able to use it in design 
processes.
Being able to make a conscious decision for or 
against AI technologies: Students should be able to 
assess the capabilities and limits of the most preva-
lent machine-learning technologies and commonly 
used models. Their understanding of these should 
be sufficient enough to evaluate the cost of develop-
ment and computation and its adequacy in relation 
to a given design objective. In such a scenario, AI 
can be one of several technologies in a designer‘s 
toolbox that can be employed to solve a particular 
problem. 
Using existing technologies in a targeted and crea-
tive way: Optimally, students should be able to use 
available models and AI technologies in a creative 
and unconventional way to discover new applicati-
ons. Given a specific problem, they should know if 
and how an existing AI technology might be imple-
mented, if it would work out of the box or needs to 
be adapted, and if that is possible for a given model. 
Students should also be able to implement entry 
and intermediate-level scaffolding tools, for exam-
ple, teachable machine [3], InteractML [10], or Weki-
nator [8], in prototypes to test AI-based interactions 
they design. 
Being aware of the possible consequences of imple-
menting AI technologies: Students should be able 
to indicate possible side effects that might emerge 
from implementing an algorithm. They should be 
able to evaluate if it is possible to mitigate or avert 
possible side effects by design, for example, by ef-
fectively communicating the model‘s limits or prohi-
biting harmful use. In general, designers who work 
with AI must be able to recognize and effectively 
and convincingly communicate possible harm as 
well as unintended future consequences. 
Using speculative and conceptual approaches con-

sciously instead of using AI as a wildcard: Students 
should be clear about whether a concept for the use 
of AI is in the realm of the current or shortly possible, 
if it is a proposal for medium-term development; or if 
it is within the realm of speculation.
Developing a precise language for communicating 
about AI topics: Prospective designers should learn 
how to communicate the design intent of their pro-
posals regarding the possible use of AI technology 
when collaborating with engineers. In this regard, 
acquiring a basic machine-learning vocabulary can 
be helpful. Precise language can also help to avo-
id perpetuating an unrealistic and science-fiction 
image of the technology

3.2. Teaching AI Intuition—Observations on Diffe-
rent Teaching Formats

In this section, we describe our observations and ex-
periences from various teaching scenarios that we 
have conducted or accompanied over several years 
to introduce design students to different techno-
logies and topics. These topics have usually either 
been integrated through specific workshops and 
courses that highlight a particular technology to in-
spire and develop a basic intuition for it (3.2.1), or 
they have been woven into studio projects that focus 
more on adapting and developing use cases (3.2.2).

3.2.1. Building AI Intuition: Introductory Workshops 
and Courses

To build AI intuition, we have mainly used two tea-
ching formats focusing on imparting knowledge ab-
out the technology: a) inspirational short workshops 
and b) semester-long supplementary courses.
(a) These formats were often conducted as few-day 
or weeklong workshops. Typically, they took an ex-
ploratory approach and were often built around spe-
cific tools, for example, teachable machine [20], Tiny 
Motion Trainer [19], or ml5.js [21]. The focus of these 
formats was typically the experimental, creative ex-
ploration of a particular AI technology such as image 
or sound classification or gesture recognition.
(b) These formats were held as semester-long foun-
dational courses on AI. In these formats, learning ab-
out AI was often preceded by acquiring coding and 
mathematical skills. Through the increased dura-
tion, a combination of practical hands-on exercises 
and theoretical topics could be achieved. Theoreti-
cal topics were, for instance, technical foundations, 
emerging user experiences and interaction qualities, 
or societal and ethical implications of the use of AI 
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technologies. For practical hands-on exercises, scaf-
folding tools like edge impulse [22] or ml5.js [21] 
were introduced as they usually enable students to 
generate prototypes and visualize ideas quickly. 
On one hand, we had some positive experiences 
with the explorative and practical approaches in our 
formats: Through their exploration, students were 
able to develop a practical intuition of the possibili-
ties and limitations of the technology they were en-
gaging with, for example, a sense of the amount and 
variety of data used, as well as some foundational 
and generalizable AI-specific concepts like transfer 
learning, overfitting, and supervised-learning techni-
ques. Sometimes students could even develop a ta-
cit understanding of more advanced concepts within 
the technical realm of machine learning, like the trai-
ning and optimization process or building blocks of 
a model‘s architecture, such as convolutions or dif-
fusion. On the other hand, we also observed that the 
acquired knowledge could often not be sustained as 
the workshops were quite dense. This especially ap-
plied to complementary topics sprinkled throughout 
the workshop, like technical foundations, mathema-
tical basics, ethical implications, or a review of the 
state of the art in various AI subfields.
In the semester-long courses, we addressed these 
topics in more depth. Nevertheless, in our experien-
ce, these courses were still limited in scope as the 
attempt to provide mathematical understanding and 
programming skills stood in the way of deeper en-
gagement in practical applications or in the theore-
tical examination of technology and its implications 
across the breadth of the discipline. 

3.2.2. Establishing AI Intuition within the Design 
Studio or Project

Within the design studio or projects, we have main-
ly seen three different manners of engagement with 
AI technologies: a) within a given design brief, stu-
dents decided to use AI technologies for their de-
sign proposal; b) using AI technologies was part of 
the design brief; and c) students were given the task 
of exploring future scenarios related to human-AI 
interaction. 
(a) In these formats, students were given a regu-
lar design brief and opted for AI as a technology to 
achieve an objective or solve a problem. Since the 
use of and engagement with AI technologies were 
optional in these projects, we took a more advisory 
role in these formats in our position as AI experts. 
For example, we advised individual groups on their 

projects. In our observation, using AI as a wildcard 
technology that delivers crucial functionality to a use 
case has become somewhat prevalent. Many design 
educators have limited knowledge of AI themselves 
and therefore have difficulty advising their students 
or expressing reasonable doubt. Misconceptions ab-
out how an algorithm works and what is technically 
feasible prevent students from exploring meaningful 
solutions for its implementation within an artifact or 
interface. Often, we were consulted quite late in the 
design process. However, our feedback could guide 
students toward technical feasibility and improve 
awareness of unresolved challenges, unwanted im-
plications, and ethical problems. 
(b) These formats focused on using AI technologies 
to achieve a design objective or solve a specific pro-
blem. From our observation, these briefings are very 
popular among students due to their exploratory 
nature. Usually, they allow students to develop their 
research and ideation practices and to follow their 
curiosity to a certain extent. Once students decide 
on a topic, their proposals are judged on whether 
they consider real-life constraints. We accompanied 
a few such formats in our role as AI experts and ob-
served they create difficulties for the teachers lea-
ding the studio or project. Teachers needed to pick a 
subset of problems to which they think the techno-
logy is applicable to be solved with machine learning 
or AI. As a result, the format required a significant 
amount of preparation and in-depth understanding 
by students and teachers. It also occurred that very 
different concepts arose during the studio, which 
again challenged the teacher‘s understanding of AI. 
Again, we observed that, given no expert guidance, 
students regularly only linearly extrapolated wide-
ly known use cases. Even concepts that seemingly 
stay relatively close to an established use case of the 
technology regularly strayed far from the technical-
ly feasible. Demonstrating a lack of a foundational 
understanding and technical intuition on how the 
technology works, the boundary between speculati-
ve and propositional projects was often unintentio-
nally crossed.
(c) In these formats, students were tasked with spe-
culatively exploring future scenarios of possible hu-
man-AI relationships and interactions. Briefings of 
this particular variety were designed to support a 
critical and open-minded approach without being 
too concerned with technical details. This allows for 
a more explorational approach that mixes elements 
from speculative design, critical design, or design 
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fiction with traditional design approaches. Societal 
aspects of implementing AI technology can play a 
central role, along with possible unintentional con-
sequences that might arise.
When accompanying some of these formats, we ob-
served similar problems as in a) and b). While such 
briefings would often allow for speculative or critical 
approaches, projects again often converged toward 
linear extrapolation of popular AI use cases but also 
fictional scenarios along humanlike capabilities of 
AI. These proposals often lacked consideration of 
essential design questions, for example, how the 
technology is ultimately implemented through inter-
faces and how it would impact processes or the lives 
of potential stakeholders. 

4. Discussion 

Based on our reflections on AI intuitions and our 
observations on the development and application 
of these intuitions in teaching, we discuss in this 
chapter the shortcomings of our formats in terms 
of the challenges and implications that AI techno-
logies bring to design and, in particular, to design 
education.
First, our observations and reflections revealed that 
approaches to developing and applying AI intuition 
often happened in separate course formats. It is 
reasonable for teaching basic AI skills to occur in 
foundation courses at the beginning of the program. 
However, we also found that these course formats 
often lacked a meaningful connection to more in-
depth formats. Thus, engagement with the topic of 
AI often remained at a superficial level. We observed 
that while the formats did spark students‘ interest in 
the topic, this could only be effective if there were 
follow-up formats on the application of AI and if 
qualified educators could supervise these.
This connects to another observation that we con-
sider crucial: We noticed a strong interest among 
students in engaging with AI in design. However, we 
also increasingly observed that AI technologies are 
used as a wildcard in the design process. The tech-
nology often served as a universal tool for solving 
a problem, whereby the technical implementation 
and sometimes even the technical feasibility were 
ignored. We see a reason for this in the challenge of 
understanding AI capabilities [18] as a lack of intui-
tion about the possibilities and limits of AI techno-
logies often leads to unintentionally speculative de-
sign proposals [4]. We observed a similar situation 
in teaching formats that follow conceptual design 

approaches and intentional speculation: students 
were often not aware whether their concepts for the 
future use of AI were in the realm of what is current-
ly possible or what will be possible in the near fu-
ture, whether they were a proposal for medium-term 
development, or whether they were in the realm of 
science fiction. This lack of clarity is particularly cri-
tical as, combined with media-driven images of AI, 
it fuels unrealistic expectations or fears about the 
technology.
Both observations are based on the assumption that 
students and teachers lack the necessary intuition 
for AI technologies. Consequently, establishing a 
basic understanding of the possibilities and limits 
of the technology is crucial [18] but complicated 
by the fact that these limits change quickly and are 
often difficult to grasp [4,18]. This challenge places 
high demands on design educators: they must have 
a sound basic knowledge of the breadth and depth 
of AI technology and invest much time in keeping 
up with technological progress. Only then can they 
meaningfully advise students in the context of de-
sign studios or projects. 
For us, this raises the question of whether the expec-
tation to engage with AI technology to this extent 
can and should be placed on design educators per 
se. We do not see this as practicable and have the-
refore considered alternative approaches. One for-
mat we are currently testing at University of Design 
Schwäbisch Gmünd is that of an AI lab as a place 
of specialization. This lab offers entry-level formats 
for building an AI intuition in primary teaching and 
is linked to studio education and project-based tea-
ching. It serves as a contact point for students who 
can find targeted advice and technical support for 
their projects. In the long term, the lab is also inten-
ded to be a contact point for educators. They, too, 
are to receive inspiration and support for their en-
gagement with AI technologies to be able to apply 
and discuss the technology in their teaching. At a la-
ter point, given a successful integration into the de-
sign programs, we also imagine this approach being 
compatible with hosting studio projects that focus 
more on AI-related design topics, using the skills the 
students have previously acquired through suppor-
ted projects. Like others, we note that there are seve-
ral essential design questions to be answered about 
machine-learning-enabled interactions and artifacts 
by designers with domain expertise and the ability to 
work in interdisciplinary AI teams.
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This leads to another point. We have not yet included 
collaborative processes with AI or data engineers in 
our teaching. In our formats, the design process has 
thus far been treated separately from the technical 
implementation. Especially in terms of developing 
a common language and getting to know the capa-
bilities of the technology, closer collaboration with 
AI experts could offer significant advantages in tea-
ching. This could also be a way to meet the challen-
ge to envision novel, implementable AI solutions for 
a given problem [18].

5. Conclusion

In this paper, we discussed and reflected on our ex-
periences from several years of AI education in de-
sign schools. We outlined the AI intuitions we believe 
students must work with in their design practice and 
shared our observations on developing and apply-
ing this intuition in various teaching formats. Furt-
hermore, we discussed the challenges that might 
hinder a structural integration of AI education into 
the design curriculum. We view the high demands 
that AI technology places on educators as one of the 
main problems. Therefore, we shared our thoughts 
on alternative teaching formats and proposed the 
concept of an AI lab as a place of specialization and 
support for both educators and students. With the 
installation of the AI+D Lab at University of Design 
Schwäbisch Gmünd, we intend to test this format 
intensively over the next few years. 
We consider the structured implementation of AI 
technologies in the design curriculum to be an un-
solved challenge to which we would like to further 
contribute in the following years through the metho-
dological implementation and evaluation of various 
teaching and participatory formats for students and 
teachers. With our paper and thoughts, we hope to 
inspire discussion and further research on how AI 
can be integrated into the design curriculum.
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